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elf-organized spatiotemporal
periodicities of chemical origin
are prominent features of all liv-
ing systems. Although to date
no one has ever provided a clear

reason as to why biochemical systems
generally prefer operating in periodic or
even more complex dynamical regimes,
there is agreement that non-stationary
regimes far from equilibrium could offer
significant evolutionary advantages to
regulatory chemical mechanisms when it
comes to robustness and flexibility to
external perturbations. Intrigued by the
idea of unraveling the mechanisms of
spatiotemporal dynamics in nature,
researchers have been looking for sim-
pler chemical model systems where cer-
tain dynamic aspects could be studied in
more detail. One of the earliest model
systems to be studied for its analogies to
biology was the electrochemical passiva-
tion of metals. Ostwald,1 Heathcote,2
Lillie,3 Bonhoeffer,4 and Franck5 exten-
sively studied the propagation of passiva-
tion fronts on Fe wires to learn about the
dynamics observed in transport of neur-
al excitation. This presumably marked
the first attempts to establish a relation
between physiological and physico-
chemical rhythms.6

Spontaneous oscillations of current
and potential, dating back as early as
1828,7 have been observed in a large
number of electrochemical systems, and
there are probably more examples of
electrochemical oscillatory systems to
date than in any other branch of chemi-
cal kinetics. A review by Wojtowicz8

summarized early research on temporal
electrochemical oscillations. Early
research on spatial pattern formation
remained generally scarce with a few
studies focusing on metal dissolution or
metal passivation where the observation
of patterns was straightforward.9,10

Yet, due to the seemingly tight grip
of the second law of thermodynamics,
periodic phenomena in chemistry were
not accepted as reality or at best consid-
ered mere laboratory curiosities
throughout the 19th and much of last
century. Spontaneous oscillations
around equilibrium, in fact, would
require both the Gibbs free energy and

the entropy to oscillate, thereby violat-
ing the second law. Finally, the advent
of non-equilibrium thermodynamics in
the non-linear regime11 and the con-
cept of dissipative structures could
resolve the dilemma. When maintained
far from equilibrium and open to
exchange of energy and/or matter with
their surroundings, nonlinear chemical
systems are able to self-organize taking
on ordered states of locally decreased
entropy such as temporally periodic,
chaotic, or spatially periodic variations
of concentrations of chemical species.
Simultaneously, enhanced dissipation
of energy through the system to the sur-
roundings assures a net increase of
entropy in accordance with the second
law. Stopping the exchange of energy
and matter, the system gradually
approaches chemical equilibrium until
all patterns cease. Electrochemical
kinetics is inherently nonlinear, and
electrochemical experiments are usually
performed far from equilibrium. This
may be one reason why so many self-
organizing electrochemical systems
have been found to date.

The past decade has witnessed
renewed significant interest in the inves-
tigation of spatiotemporal electrochemi-
cal patterns.12-17 Research groups focus-
ing on nonlinear phenomena mush-
roomed, and three excellent review arti-
cles documented the drastic progress
achieved in the understanding of tempo-
ral and spatial non-linear phenomena in
electrochemistry.18-20 Dealing with both
similar empirical phenomena and models
to describe, predict, and control dynam-
ics, research on electrochemical patterns
has moved close to such diverse disci-
plines as synergetics,21 chaos theory,22

and chronobiology,23 and has thus
evolved into a highly interdisciplinary
field.

Aside from electrodissolution, numer-
ous electrocatalytic systems became the
focus of investigations. The observation
of spatial inhomogeneities of concentra-
tion and potential across the electrified
catalytic interface was challenging,
because they are not visible as easily,
compared to those in electrodissolu-
tion/passivation systems. One class of

self-organizing electrocatalytic systems
was the electrooxidation of C1 fuels such
as formic acid, which has been known for
its oscillatory behavior almost 80 years.24

Later on, the electrooxidations of
formaldehyde and methanol25 were also
reported to exhibit oscillatory responses.
These small organic compounds have
recently attracted technological attention
due to their potential applicability as liq-
uid fuels in direct electrochemical energy
conversion devices.26 Knowledge of the
full range of their kinetic behavior is
therefore of interest for electrochemists
and engineers alike.

This article addresses recent research
on phenomena of spatiotemporal self-
organization in electrochemical systems.
It is written from the viewpoint of elec-
trocatalysis as exemplified by the elec-
trooxidation of formic acid. This
overview is therefore by no means com-
prehensive and is unable to do justice to
all types of oscillations and surface pat-
terns observed in electrochemistry. It is
primarily intended to create a sense of the
surprising and (often visually) fascinating
dynamic phenomena on electrified inter-
faces and to demonstrate the large scope
for further work. The following sections
also point out important mechanistic
aspects of these experimental systems.

Temporal Instabilities
in Electrochemistry and

Negative Impedance
Nonlinear chemical reaction systems,

operated far from equilibrium, can
exhibit a rich variety of dynamic states
other than a single stationary state
(monostability). In what is called a bifur-
cation, the non-equilibrium system
switches from one type of dynamics to a
qualitatively different one, as one or
more control parameters (externally
applied potential, bulk concentrations of
educts, and temperature) are varied. In
this respect, non-equilibrium bifurca-
tions are very much like phase transi-
tions in an equilibrium system. From
concepts of nonlinear systems theory,
dynamic states can be classified accord-
ing to their complexity. The simplest
instability involves two coexisting stable
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steady states for a given set of
control parameters (bistability). This
transition between mono- and bistabil-
ity is referred to as saddle-node bifurca-
tion, and it gives rise to hysteresis
behavior in current/potential curves.
Spontaneous oscillations in physico-
chemical systems are generally related
to the steady state becoming unstable
in favor of a periodic orbit. The transi-
tion point is referred to as Hopf bifurca-
tion. More complex bifurcations, final-
ly, can lead to unstable periodic orbits
and can result in complex chemical
dynamics such as deterministic
chaos.27

The origin of bistability and oscilla-
tions in electrochemical systems is
schematically shown in Fig. 1.
Electrochemical dynamics is generally
described by the current balance
between faradaic characteristics of
interfacial processes, capacitive currents
for charging the electrochemical double
layer and the total migration current
according to

Icap + Ifar = Imig                  (1)

or

Cdl = -Ifar(φ) + Imig (φ)        (2)

where φand Cdl are the space and time-
dependent interfacial potential (dou-
ble-layer potential) and the interfacial
capacity, respectively. Steady states are
generally governed by the stationary
current balance between Ifar(φ) and the
current-voltage relation of the external
circuit (load line) obtained by setting
the left-hand side of Eq. 2 to zero.
Assuming a linear potential drop inside
the electrolyte under potentiostatic
control, the load relation is given by I =
Imig = U/R - φ/R where U is the applied
constant potential and R denotes the
uncompensated ohmic resistance. As
long as the polarization curve Ifar(φ) is a
monotonic function of the double layer
potential (see Fig. 1a), there is only one
steady state for all values of U and R. In
contrast, if Ifar exhibits a potential
region of negative slope (Fig. 1b and
1c), there are values of U and R for
which the dynamics exhibits two stable
states on branches of positive slope and
one unstable state on the middle
branch (bistability, see Fig. 1c). Because
the slope of the polarization curve is
related to the sign of the electrochemi-
cal impedance, it follows that a nega-
tive impedance characteristic (negative
differential resistance, NDR) in combi-
nation with a sufficiently large ohmic
resistance R are necessary for temporal
bistability.13, 19 For spontaneous poten-
tiostatic oscillations of I and φ to occur

­φ
­t

FIG. 1. Schematic illustration of the origin of electrochemical instabilities: (a) single stationary state (mono-
stability) with load line I = U/R - φ/R and monotonous faradaic I - φ profile; (b) single stationary state
with N-shaped faradaic characteristic; (c) three stationary states (bistability) at suitable values of U and R;
and (d) relaxation oscillations in an electrochemical two-variable system. The arrows indicate the trajectory
of the periodic orbit within the c - φ phase space.

(constant applied potential U), an addi-
tional essential dynamic variable has to
be considered aside from the double
layer potential φ.

In the simplest case, the volume con-
centration c of a reactive chemical
species near the interface can be taken
into account resulting in an additional
mass balance relation for c. Unlike the
electrical variables, c is generally a slow-
ly changing variable governed by the
mass transfer from the bulk and the
faradaic process consuming c. Figure 1d
sketches out the phase space representa-
tion of a periodic orbit: The N-shaped
curve and the straight line denote the
stationary c - φ values of the charge bal-
ance and mass balance, respectively.
Again, the steady state marked by the
intersection on the branch of negative
impedance is unstable driving the sys-
tem to relax on the N-shaped manifold.
If the system is on the active branch of
low values of φ (high faradaic currents),
the faradaic processes gradually con-
sume c, and the operation point moves
along the N-shaped curve toward small-
er c. As the system reaches the extremum
of the N-shaped curve, the system can-
not help but relax to the passive branch
(low faradaic current). As φ is a very fast
variable, this relaxation occurs very
rapidly. The small current implies low
rates of faradaic processes allowing c to
replenish by diffusion. This, in turn,
moves the system up along the N-
shaped curve in Fig. 1c until the system
relaxes back to its initial state conclud-
ing a periodic cycle. One can show that
it is (1) the negative impedance; (2) a suf-
ficiently large ohmic resistance; and (3) a

properly balanced difference in time
scales between electrical and chemical
variables that is crucial for the occur-
rence of spontaneous potentiostatic
oscillations of the type outlined. The
chemical origin of a negative impedance
can be manifold. Typical examples in
electrocatalytic reaction systems involve
Frumkin-type double layer effects or the
fast electrosorption of catalytic active or
poisoning surface species. In these elec-
trochemical oscillators, the negative
impedance is visible by an N-shaped I - U
polarization curve with the Hopf bifur-
cation located on the middle branch of
negative slope. Due to their simple
mechanistic requirements, the outlined
potentiostatic oscillations have been
observed in a large number of experi-
mental systems such as oxidation of
cations, reduction of anions, and elec-
trocrystallization.18,19

In the context of electrooxidations of
small organic molecules, another mech-
anistic class of NDR-related electrochem-
ical oscillators is of primary interest.
Because its formal kinetic representation
allows for a number of different chemi-
cal realizations, the current type of oscil-
lator is to be characterized in the form
that best matches the electrocatalytic
system under discussion. First, a domi-
nant faradaic process (current providing
reaction) is involved that contributes the
major portion of the total faradaic
charge transfer. Being electrocatalytic,
the current providing reaction typically
requires a number of free active surface
sites to occur. In the presence of a fast
electrosorbing surface species reducing
the number of free surface sites, say, for
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large φ, the resulting Ifar(φ) characteristic
will exhibit a potential region of nega-
tive impedance on an anodic potential
scan. Finally, if an additional elec-
trosorbing surface species adds to the
mechanism, which is not consumed by
the dominant faradaic process, and
which adsorbs at small φ, but desorbs at
large φ, then the overall system is able to
exhibit both potentiostatic and galvano-
static oscillations for suitable values of
the kinetic parameters. Although the
chemical requirements necessary for
oscillations seem demanding here, a sur-
prisingly large number of oscillators of
this type are known, most prominently
the electrooxidations of small organic
molecules such as formic acid.

In contrast to the oscillators outlined
previously, the Hopf bifurcation is locat-
ed on a I - U branch with positive slope,
that is, the NDR crucial for the instabili-
ty is not visible on the slow time-scale of
the polarization curve. Hence, the NDR
is hidden, and according to this distinc-
tive feature, the oscillators are referred to
as hidden-negative differential resistance
oscillators (HNDR).19,20 Impedance
spectroscopy is a common tool to inves-
tigate the kinetics of electrochemical
processes over a large range of frequen-
cies. This makes it an ideal predictive
technique to probe electrochemical sys-
tems for their capability to exhibit
dynamical instabilities. Figure 2 shows
the impedance diagram of the electroox-

FIG. 2. Experimental impedance diagram for the electrooxidation of formic acid measured on sections of the
polarization curve with positive slope. While positive at zero frequency, the impedance crosses the negative
real axis at some finite frequency and resistance (hidden negative differential resistance) indicating a
dynamic instability of the stationary state at that value of the uncompensated ohmic resistance. (0.1 M
HCOONa/0.033 H2SO4, U=130 mV; reference electrode: Hg/Hg2SO4.)

FIG. 3. (a) Cyclic voltammogram
of electrooxidation of formic acid

on a Pt(100) single crystal, current
spikes indicating sustained current

oscillations; and (b) current
oscillations measured at various

fixed potentials U (first three
on anodic scan, last two on

cathodic scan). (0.05 M HCOOH,
10-3M HClO4, external ohmic

resistance 600 Ω, 5 mV/s.)

idation of formic acid. Whereas the
zero-frequency impedance is positive, a
hidden NDR is obvious by the intersec-
tion of the impedance curve with the
negative real axis at frequency ω0 and
impedance Z0. Impedance spectra of
this qualitative shape are characteristic
of HNDR oscillators. The spectra are
detectable at potentials where a Hopf
bifurcation will occur if the ohmic resis-
tance is sufficiently large. The quantita-
tive predictive power of the impedance
spectrum is reflected by the fact that ω0
corresponds to the oscillation frequen-
cy at the Hopf bifurcation, while the
ohmic resistance needed for the insta-
bility to occur at the considered poten-
tial is exactly given by -Z0. Usually, for
smaller absolute values of the applied
potential at which the impedance is
measured, the ohmic resistance -Z0 for
inducing oscillations increases until the
system can be destabilized by an infi-
nite ohmic resistance only. This is the
potential of the galvanostatic Hopf
bifurcation indicated by a vanishing
admittance.19

Figure 3a shows experimental cur-
rent oscillations in voltammetric scans
for the electrooxidation of formic acid
on a Pt single crystal.28 The sharp cur-
rent spikes are indicative of sustained
periodic rate oscillations. Due to the
finite scan rate, the precise potential of
the Hopf bifurcation is not resolved,
which makes the oscillations appear
abruptly with large amplitudes.
Stopping the applied potential at vari-
ous points along the anodic and
cathodic scan results in sustained oscil-
latory time series as given in Fig. 3b.

For an understanding of the oscilla-
tory mechanism, recall briefly the basic
chemical mechanism of formic acid
oxidation on Pt.26 It is generally agreed
that on Pt electrodes the formic acid
molecule is oxidized through a dual-
path mechanism involving the disso-
ciative adsorption of formic acid on
available bare surface sites followed by
the formation of a reactive intermediate
(direct path) and, in parallel, of surface-
bonded carbon monoxide (indirect
path). While the reactive intermediate
quickly reacts to CO2, adsorbed CO
results in self-poisoning of the reaction
rapidly reducing the overall reaction
rate at small values of φ. At higher over-
potentials, fast adsorption of oxygen-
containing species like water or OH is
known to remove adsorbed CO by
forming CO2, thereby restoring high
electrocatalytic activity. Based on the
mechanistic findings, a realistic five-
variable kinetic model has been devel-
oped29,30 to account for the oscillatory
instabilities.
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There is experimental evidence that
the oscillatory phenomena observed
during the electrooxidations of C1-fuels
such as formic acid, formaldehyde, and
methanol can be traced back to a mech-
anism involving a hidden negative
impedance similar to that outlined
above. Therefore, they all fall into the
mechanistic class of HNDR oscillators.
Different oscillator classes generally
require a distinctive set of mechanistic
features regardless of their chemical
realization. Mechanistic classification
of unknown oscillatory systems can
therefore provide valuable information
for the analysis of complex reaction
kinetics.28

The Origin of Spatial Patterns
in Electrochemistry

The previous section addressed tem-
poral instabilities stemming from non-
linear electrochemical kinetics.
Electrochemical spatial patterns involve
the emergence of self-organized, inho-
mogeneous spatial distributions of the
interfacial potential φ along the elec-
trode surface. Frequently, potential pat-
terns are also accompanied by spatial
variations of concentrations of surface
species or volume species near the
interface.  Spatial inhomogeneities of φ
on electrodes obviously require some
type of spatial communication or cou-
pling across the electrode surface.
Depending on their range, various
types of coupling can be distinguished,
namely short-range or local coupling,
that is, when local perturbations only
effect their immediate neighborhood,
and global coupling, when local pertur-
bations affect the entire spatial system
with equal strength. In addition, the
term non-local coupling has been
coined for situations between the for-
mer two, that is, where the coupling
between two points is long-range, but
decreases in strength. Typical examples
of local couplings in chemistry or sur-
face catalysis involve heat and mass
coupling by diffusion.31,32

The dominant coupling mechanism
along electrochemical interfaces is elec-
tromigration, that is, the propagation
of ions under the influence of a poten-
tial gradient. Generally, migration, just
like diffusion, seeks to smooth out gra-
dients and therefore exerts a positive
coupling between surface locations. In
contrast to diffusion, however, the
effect of electromigration extends over
a larger distance resulting in a positive
nonlocal coupling.33

A very recent approach in tackling
the electromigration expression in Eq. 2
was proposed by Christoph et al.34

There, the migration current Imig(φ) was

FIG. 4. Calculated electrochemical coupling function H for a thin ring electrode (periodic boundary conditions)
with a point-like reference electrode placed along the central axis. (a) Reference electrode far from ring; and (b)
reference electrode placed in-plane to ring electrode. The counter electrode is assumed to be at infinite distance,
the length of the ring is normalized to 1. The function H ( ×  ) illustratively represents the coupling strength
between any two given points with distance × along the ring. The functions shown arbitrarily assume one
point to be at position 0.5.

recast in terms of an integral expression
evaluated over the working electrode
surface; the integral involved a coupling
function H as a kernel, reflecting how
strong two points across the electrode
are coupled with each other. The func-
tion H turned out to be purely geometry
dependent and needed to be computed
only once during simulations of pattern
formation. Figure 4 shows the shape of
the coupling function for two distinct
geometries.34 The working electrode is
assumed to be a thin ring with a point-
like (Luggin-Haber) reference electrode
located along the perpendicular axis of
symmetry. The counterelectrode is
assumed to be very distant from the ring.
If the reference electrode is located far
away (say several ring diameters), the
nature of pure migration coupling
becomes apparent, exhibiting a positive
long-range coupling as given in curve A.
If, however, the reference electrode is
located in-plane with the ring electrode,
a negative global offset is superimposed
by the action of the potentiostat, giving
rise to the overall coupling as shown by
curve B. The surprising feature of the
coupling in geometry B is that nearby
points are coupled positively while
remote points are coupled negatively;
that is, a perturbation of the interfacial
potential induces the opposite one on
the other side of the ring. The impact of
this unusual spatial coupling on the
interfacial potential will be given below. 

Measurement of
Electrochemical Patterns

Electrochemical pattern formation
involves self-organized macroscopic
inhomogeneities of the potential at the
electrolyte/electrode interface. If the
change in potential involves visible
modifications of the surface as in passi-
vation, patterns can be observed direct-
ly.15 In electrocatalysis, the interfacial
potential distribution is usually not
obvious. Therefore, all imaging meth-
ods, which are sensitive to changes in
interfacial potential, yet non-invasive to
the system, are suitable for measuring
electrocatalytic patterns. Three methods
have been used most widely. First, the
earliest and simplest approach involves
the use of potential microprobes to mea-
sure local interfacial potentials near the
surface. The probe electrodes can either
be arranged in an array along the surface
of a static working electrode or; for
instance, in a ring geometry, the elec-
trode can be rotated near a single poten-
tial probe to obtain a continuous one-
dimensional picture. Second, an array of
small working electrodes can be
employed to keep track of the space dis-
tribution of the migration currents. If
one is interested in continuous patterns,
however, it must be assured that the
spacing of the individual electrodes does
not alter the dynamics compared with a
continuous electrode. Third, an elegant
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way of monitoring one- and two-
dimensional potential distributions at
interfaces employs optical techniques
like surface plasmon spectroscopy or
electro-reflectivity measurements.
Generally, these techniques exploit the
dependence of the local optical para-
meters of metal surfaces on the local
surface potential.35

Figure 5 depicts the experimental
set-up with which the patterns dis-
cussed below were monitored.28 A
polycrystalline Pt ring electrode, a con-
centric counter electrode (not shown)
and a Luggin-Haber reference electrode
in the center of the ring formed a stan-
dard three-electrode set-up. The sym-
metric electrode geometry was deliber-
ately chosen to allow for a comparison
between experimental results and theo-
retical predictions. Eleven capillaries
equipped with reference electrodes
measured the local interfacial potential
very near to the surface. At Position 12,
a small insulated Pt wire served as trig-
ger electrode to apply local perturba-
tions in the interfacial potential. The

potentials of the potential probes were
measured with respect to the working
electrode and therefore represented a
measure of the instantaneous local
double layer potential.

Patterns in Electrocatalysis

Prepared in a metastable passive state,
a bistable system, which is locally activat-
ed by a supercritical perturbation, gener-
ally exhibits propagating passive-active
fronts until the entire system has become
active. This behavior is shown in Fig. 6a
for the electrocatalytic oxidation of
formic acid at potentials where a passive
and active steady state coexist. The acti-
vation was applied at the location of the
arrows (pulse electrode, Position 12) fol-
lowed by the spreading of an active
domain from Position 12 to Position 6.
This behavior is in accordance with
bistable catalytic reaction-diffusion sys-
tems such as the catalytic CO oxidation
on Pt.31,32

Applying a local passivation to an
already passive system, on the other

Fig. 5. Experimental set-up for the measurement of the distribution of the local potential near the surface
of a ring electrode. Both potential probes and the reference electrode are Hg/Hg2SO4 electrodes. The local
potentials reported in the figures below were obtained with respect to the working electrode potential.

FIG. 6. (a) Local triggering of travelling electrocatalytic fronts. Prepared in a surface-poisoned, passive state
(large local potential at t=0), the bistable reactive system was locally activated at Position 12 (arrows). An
active domain started to spread from where the perturbation was applied. (b) Remote triggering of travel-
ling electrocatalytic fronts. After local passivation at Position 12, the passive system responded by an active
domain emanating from the opposite Position 6.

hand, does not result in front propaga-
tion in reaction-diffusion systems. A
markedly different behavior can be
observed in electrochemical reaction-
migration systems as shown in Fig. 6b.
The passivation at Position 12 induces
an instantaneous activation at Position
6, leading to a spreading domain
around Position 6 propagating toward
where the perturbation was applied.
This is analogous to the unusual obser-
vation of throwing a stone into a pond
causing waves coming from the shore.
The explanation lies in the shape of the
coupling B in Fig. 4—local passivation
translates into remote activation.17 In
addition, due to the space-dependent
strength of the coupling, the activation
remains fairly localized to form an
active nucleus. Interestingly, Fig. 6 also
reveals that the front velocity is non-
monotonic, in fact, it is slowing down
during most of the transition. This
slowing down is also caused by the neg-
ative global offset of H.

Another manifestation of the long-
range negative coupling becomes obvi-
ous if one measures the spatial distribu-
tion of the local interfacial potential
near a Hopf bifurcation as shown in
Fig. 7.36 Rather than staying in a
homogeneous regime, the system slips
spontaneously into a symmetry-broken
oscillatory state. While one half of the
Pt electrode exhibits a high catalytic
activity (low local potentials), the other
half is CO poisoned with the local
potentials being high. At two Positions
(6 and 12), the amplitude is very much
reduced by what corresponds to a kind
of node of the anti-phase behavior. The
overall pattern is reminiscent of an
oscillatory standing wave. It can be
shown that the negative coupling
between opposite locations on the elec-
trode induces the spatial instability of
the homogeneous steady state at a
more cathodic potential compared to
that of the Hopf bifurcation.

The last example of a spontaneous
pattern due to migration coupling
under the influence of a negative glob-
al offset is shown in Fig. 8. Here, the
applied potential is past the Hopf bifur-
cation. The standing waves have trans-
formed into what can be considered as
a travelling electrocatalytic pulse that
continuously cycles around the work-
ing electrode, reactivating the poisoned
surface periodically. Again, the cou-
pling favors spatially inhomogeneous
dynamic states rather than oscillations
between all-active and all-passive oper-
ation points.
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Outlook
This article has discussed self-orga-

nized spatiotemporal behavior in non-
linear electrochemical systems as exem-
plified by the electrocatalytic oxidation
of small organic molecules such as
formic acid. However, a number of
important spatial-pattern forming
mechanisms and their relation to elec-
trochemistry have not been addressed,
such as chaotic states,14 Turing struc-
tures,37 and patterns under galvanosta-
tic conditions.12

The unusual spatial couplings gener-
ally found in electrochemistry will con-
tinue to spark basic research related to
nonlinear systems theory in order to
explore the dynamics of physico-chem-
ical systems. In particular, surface pat-
terns under more complex electrode
geometries such as ribbons and disks
will be likely the subject of future inves-
tigations. In a more biological context,
recent progress in unraveling the
nature of non-local migration cou-
plings across electrified interfaces
appears valuable for a better under-
standing of certain electrophysiological
phenomena such as the transmission of
neural excitation along neuron mem-
branes.

On the engineering side, it has been
suggested over a decade ago that certain
nonlinear features of chemical systems,
e.g., the continuous control over the
phase shift between fluxes and forces
through periodic perturbations, can be
exploited for superior non-stationary
operation points in terms of efficiency
compared to stationary states.38,39 This
idea has recently attracted renewed
interest in the context of electrochemi-
cal energy conversion devices.40 Aside
from temporal aspects, control of spa-
tial couplings across electrified inter-
faces may provide interesting applica-
tions. For example, electrochemical
devices are conceivable where local
activation of a poisoned electrocatalytic
surface is sufficient to restore complete
activity, if the interface supports propa-
gating active fronts. Further, as a nega-
tive global coupling never allows for a
surface to become homogeneously poi-
soned, it may prove advantageous to
operate self-poisoning processes under
such dynamic conditions.                       ■
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